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Abstract

Temporal flexible planning enables Collaborative Robots to
autonomously operate understanding the environment, dy-
namically planning their tasks and acting to achieve some
given goals. The introduction of tools to facilitate the integra-
tion of Planning and Robotics is crucial but entails different
kind of expertise to address a wide variety of control issues
and the design of integrated solutions. Namely, Domain ex-
perts, Planning specialists and Roboticists are to configure
a set of proper control solutions to enable an effective and
safe production. This paper presents a novel software tool,
called TENANT (Tool fostEriNg Ai plaNning in roboTics),
that facilitates domain experts in defining goals, tasks and a
set operational constraints enabling the automatic generation
of planning models for robot control. TENANT is validated in
an industrial collaborative scenario derived from a EU-funded
research project demonstrating its effectiveness in generating
automated planning models to control a collaborative robot.

Introduction

The deployment of Human-Robot Collaborative (HRC)
Robots (i.e., cobots) in manufacturing scenarios requires to
address multiple challenges. It is of paramount importance
to endow cobots with the ability of quickly adapting be-
haviours to actual state of the environment and to keep the
user safe and engaged in the interaction. Long-term research
activities are ongoing to enable robots to autonomously op-
erate in environments, i.e., understanding the actual situa-
tion, planning their tasks and acting to safely and effectively
achieve some given goals (Rajan and Saffiotti 2017). Sev-
eral approaches aim to achieve robust action selection via
Artificial Intelligence Planning, e.g., (Cashmore et al. 2015;
Chanel, Lesire, and Teichteil-Konigsbuch 2014; Lacerda,
Parker, and Hawes 2014) or robust execution via some form
of finite state machine (FSM), e.g., (Bohren and Cousins
2010; Ziparo et al. 2011). Nevertheless, state-of-the-art soft-
ware tools are usually not developed to support the design of
such applications as a collaborative process between differ-
ent human experts making also strong assumptions on mu-
tual knowledge (Viola et al. 2019). Therefore, the introduc-
tion of tools to facilitate the integration of A.I. planning and
robotics and the design of well-integrated solutions entails
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different kind of expertise to address a wide variety of con-
trol issues, spanning from low-level control to decisional au-
tonomy configuration. Among others, a crucial knowledge
engineering problem is the lack of a generally accepted mod-
eling methodology entailing many potential back-and-forth
(re)work over models and control parameters before defin-
ing the proper control configuration.

Some attempts to connect Al and Robotics environments
have been made. For instance, ROSPlan (Cashmore et al.
2015) has been proposed as a unique integrated solution for
PDDL-based planners to be smoothly deployed in ROS ar-
chitectures (Quigley et al. 2009; Cashmore et al. 2014) also
with planning techniques specifically used for human-robot
interaction (Sanelli et al. 2017). Robotics experts can easily
connect their ROS-based modules to any (supported) PDDL-
planner but there is no support to define planning specifica-
tions. So, roboticists are leaft alone in managing a knowl-
edge planning modelling. Several timeline-based planning
frameworks such as, e.g., EUROPA (Barreiro et al. 2012)
and APSI-KEEN (Orlandini et al. 2014), provide knowledge
engineering support for planning. But none of them provides
structured support for deployment of robotic applications. In
general, all those solutions require robotic experts to have
some expertise in planning specification.

A first solution addressing this issue has been proposed
in (Viola et al. 2019). Yet, a domain expert may have diffi-
culties in approaching this kind of solutions. A Domain ex-
pert is usually responsible for the definition of the tasks and
overall goals of robotic system, while other actors should
have responsibility on more specific aspects, i.e., a planning
expert, with knowledge on P&S to provide robust A.IL. plan-
ning features, and a robot expert, responsible of actually im-
plementing robot operations.

This paper proposes a novel software tool, called Tool
fostEriNg Ai plaNning in roboTics” (TENANT), address-
ing the needs of Domain Experts to set goals, defining tasks
and set operational constraints notwithstanding the intrinsic
complexity required at planning and robotics level. TEN-
ANT is a general purpose tool that can be deployed for
addressing multiple applications/domains and can be eas-
ily integrated with other knowledge engineering tools such
as, e.g., ROS-TiPIEx (Viola et al. 2019) and Planning and
Scheduling software framework, e.g., PLATINUm (Um-
brico et al. 2017, 2018). TENANT allows domain experts



to specify sequence of tasks that has to be performed to ac-
complish a specific mission in Human-Robot Collaborative
scenarios. Each tasks can be structured by subtasks and char-
acterized by specific configurations/properties relevant for
their execution, e.g., specifying collaborative modalities, or
with a predefined assignment to a human user or a robot,
e.g., declaring who is actually in charge of performing a cer-
tain (sub)task. TENANT allows also to define operational
constraints such as, e.g., temporal synchronizations or prece-
dence constraints in order to properly model the nominal
execution of flows of the tasks. Then, leveraging planning
specification templates, TENANT can automatically gener-
ate a planning model that can be used to feed a P&S system
enabling intelligent robot behaviors.

TENANT has been validated in an industrial HRC sce-
nario derived from a EU-funded research project! whose
goal is the development of innovative technologies to endow
collaborative robots with suitable intelligent features to per-
ceive, understand and properly act to support human workers
in industrial collaborative cells.

The paper is organized as follows. First, we describe an
industrial HRC scenario that will be considered as a use
case. Then, we present some background knowledge on
Planning and Scheduling. Then, TENANT is presented and
validated in the considered HRC scenario. Finally, some
conclusions close the paper.

An industrial HRC scenario

A real industrial HRC scenario is considered (See Figure 1)
where the working cell is constituted by a logistic station in
which a collaborative robot (cobot) and a human operator
cooperate and work together to properly assembly parts to
be machined on a device called pallet.

The logistic station consists of a central worktable, where
the workpieces are placed, with a collaborative robot and
a human operator at its opposite sides. The cobot consists
of three different components: the robotic arm itself, which
can assume two positions: idle or lowered on the workpiece;
a mobile base for its movement; a gripper to grasp or re-
lease a workpiece. Due to high variability in the production,
the assembly process (i. e. the sequence of tasks to be per-
formed) is different for each different product, and it has
to be defined by a domain expert. A specific feature of the
production work is that each task in the assembly process
can be performed by the human operator, by the collabora-
tive robot, or by both in a cooperative manner. The human
operator and the robot can perform two types of operation:
manipulating a workpiece (e.g. to screw it on the pallet), or
a ”pick and place” task. To perform a manipulation task, it
is required to stand in front of the goal position (i.e., the lo-
cation where the workpiece is placed), whereas to perform
a pick and place task the following operations are required:
stand in front of the initial position, pick up the workpiece,
move to the final position, place the workpiece down.

From a planning point of view, efficiency and safety in
such HRC scenarios are related to the solution of differ-
ent intertwined problems. First, the system should be able
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Figure 1: A schematic description of the considered collab-
orative scenario. A Robot (on the upper part) and a Human
(on the bottom) work together to pick and place some work-
pieces (green boxes). Both the human and the robot can
move towards right/left to pick and place the pieces.

to compute the sequence of the operations (task planning).
Then, the execution of the operations should be adapted at
run-time based on the human and robot’s state (motion plan-
ning and re-planning). Furthermore, task assignment and
synchronization between humans and robots should con-
sider duration variability and good (or bad) synergies of si-
multaneous collaborative operations. The complexity of the
overall planning problem has limited the effectiveness of
existing methodologies in real-world scenarios. As a mat-
ter of fact, considering geometric reasoning (e.g., collision
checking) at a high level of abstraction is computationally
expensive and not tractable for complex scenarios. Tiered
approaches that interleave task planning and motion plan-
ning are therefore preferred, but this field of study is still
not suitable for HRC in realistic manufacturing scenarios
(Tsarouchi, Makris, and Chryssolouris 2016). In this regard,
researches in task planning of HRC processes and human-
aware motion planning are underway, and shared standard
approaches are still to come.

In this paper, the focus is on task assignment and human-
robot coordination proposing to use TENANT to support
the definition of task planning models to endow cobots with
human-aware task planning features. Therefore, in this sce-
nario, the details on the geometric shape of the pieces which
are object of the collaborative process are not considered. A
symbolic association is defined to create a correspondence
between the actual position of the workpieces on the table
and the “names” of such positions. Geometric reasoning is
out of the scope of our analysis.



Automated Planning & Scheduling

The development of cobots capable of performing au-
tonomous task planning as well as tasks assignment and co-
ordination entails the integration of Artificial Intelligence
technologies. In this work, we propose a specific well es-
tablished planning approach and technology. The timeline-
based planning and scheduling approach is a particular tem-
poral planning paradigm which has been introduced in early
90s (Muscettola 1994) taking inspiration from the classical
Control Theory, and successfully applied in many real-world
scenarios (Muscettola 1994; Cesta et al. 2011). This plan-
ning paradigm aims at controlling a system by synthesizing
temporal behaviours for a set of identified domain features
that must be controlled over time.

A timeline-based model is composed of a set of state vari-
ables describing the possible temporal behaviours of the do-
main features that are relevant from the control perspective.
Each state variable specifies a set of values that represent the
states or actions the related feature may assume or perform
over time. Each value is associated with a flexible duration
and a controllability tag which specifies whether the value
is controllable or not from the system. A state transition
function specifies the valid temporal behaviours of a state
variable by modelling the allowed sequences of values (i.e.,
the transitions between the values of a state variable). State
variables model “local” constraints a planner must satisfy to
generate valid temporal behaviours of single features of the
domain i.e., valid timelines. Further constraints may be nec-
essary for the behaviours of state variables in order to coor-
dinate different domain features and realize complex func-
tionalities or achieve complex goals. A set of rules, called
synchronizations, model “global” constraints that a planner
must satisfy to build a valid plan. Such rules are also to spec-
ify planning goals. A task planner synthesizes a set of time-
lines representing an envelope of valid temporal behaviours
of state variables. An executive system can carry out time-
lines by temporally instantiating the associated sequences of
values, called rokens. Namely, an executive decides the exact
start time of tokens composing the timelines in the plan. The
actual tokens execution may not be fully controlled by the
executive which must dynamically adapt the plan according
to the feedbacks received during execution.

As a concrete planning and scheduling tool, we consider
a timeline-based software framework, called PLATINUm
(Umbrico et al. 2017, 2018). PLATINUm complies with
the formal characterization of the timeline-based approach
proposed in (Cialdea Mayer, Orlandini, and Umbrico 2016)
which takes into account temporal uncertainty. This is cru-
cial to capture the temporal unpredictability entailed by the
presence of human operators working besides collaborative
robots. Indeed, PLATINUm has been successfully applied
in real-world manufacturing scenarios (Pellegrinelli et al.
2017) effectively and safely controlling a robot while col-
laborating with a human worker.

A Tool fostEriNg Ai plaNning in roboTics

To endow a cobot with the ability of dynamically choosing
the proper task to be executed, a planning software should

be integrated in the cobot control architecture. A suitable
task planning model must be defined to capture the signifi-
cant elements of cooperative operations (e.g., assembly and
pick-and-place operations) as well as the desired operational
requirements.

This paper proposes a novel software tool, called Tool
fostEriNg Ai plaNning in roboTics” (TENANT), address-
ing the needs of Domain Experts to set goals, defining tasks
and set operational constraints notwithstanding the intrinsic
complexity required at planning and robotics level. TEN-
ANT is a general purpose tool that can be deployed for
addressing multiple applications/domains and can be eas-
ily integrated with other knowledge engineering tools such
as, e.g., ROS-TiPIEx (Viola et al. 2019) and Planning and
Scheduling software framework, e.g., PLATINUm (Um-
brico et al. 2017). The proposed methodology behind TEN-
ANT can be described as follows: (i) a domain expert de-
fines a collaborative process in terms of tasks, operational
requirements and possible assignments (some tasks should
be performed by the human only, some by the robot only
and some by both); (ii) a planning model template for the
task planning specification is defined by a planning expert
to model generic tasks and operational requirements as an
abstraction of task planning (e.g., a set of state variables and
temporal constraints) and; (iii) an automatic tool instantiates
the template of the task planning specification into a con-
crete planning model according to the described process.

TENANT implements such methodology constituting an
automatic tool to encode the given production description in
a fully instantiated (timeline-based) planning specification.
An automated planning software, like e.g., PLATINUm, is
then able to use such specification as input, control the cobot
and guarantee the achievement of the production objective
(defined by a domain expert) producing as output a sequence
of cooperative tasks that, if properly dispatched and cor-
rectly executed by the robot, will ensure the achievement of
the production goals. Without such automatic tool, this pro-
cess requires a non-trivial effort by domain experts and plan-
ning engineers to build a valid and correct planning model
properly representing the production process and the tasks a
human and/or a robot can perform.

In this sense, TENANT defines a shared modelling pro-
cess supporting both domain experts and planning engineers
during the definition of the collaborative process, guiding
the planning specification generation process and foster-
ing production quality as well as improving its productiv-
ity. Three main steps are supported to facilitate intelligent
human-robot coordination through the deployment of task
planning technologies that are: (i) femplate definition; (ii)
process and task definition and; (iii) planning model gener-
ation.

The proposed framework is implemented as a web-based
application providing domain experts with an interactive
graphical environment to incrementally define process de-
scriptions. Input information is persistently stored into a lo-
cal data-base for successive refinement and updates of pro-
cess descriptions. As soon as a process description is com-
plete, TENANT allows a domain expert to generate (as out-
put) a complete planning specification, coherent with the



given process description. A planning expert can then use
the obtained model as input for a planning and scheduling
software.

TENANT promotes process definition reusability and
thus facilitates task planning model adaptation in case of
changes in production needs (tasks and/or operational re-
quirements). It offers an access point to task planning tech-
nologies for domain experts, presenting a specific vision
on the overall system and allowing them to define infor-
mation closer to their expertise. In this way, domain ex-
perts and planning experts do not need to build strong cross-
competencies or to have long iterative interaction to build a
shared model. The use of structured information and mod-
eling processes indeed prevent/limit misunderstandings and
errors by fostering knowledge sharing.

Planning Template Definition

Firstly, a planning model template is defined by a planning
engineers to model the behaviours of all the invariant com-
ponents of a domain. In this way, a generic planning tem-
plate is obtained and ready to be adapted to any compatible
production process, instantiating process and tasks accord-
ing to the type and the ordering of the tasks. The template in
depicted Figure 2 is an example of a planning model for the
considered collaborative process. The model is structured
according to a hierarchical approach (supervision, coordi-
nation and implementation levels) that are pursued also in

the subsequent steps.
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Figure 2: An example of template of a (timeline-based) plan-
ning model specification showing the set of state variables
(circles) and synchronizations (arrows).

Following a hierarchical approach (Pellegrinelli et al.
2017), the components of the timeline-based planning model
consist of state variables and synchronization rules charac-
terizing possible decomposition of tasks and behaviors of
the human and the robot. The template specifically consid-
ers three hierarchical levels, shown in Fig. 2. The Supervi-
sion level models the assembly process considering a state
variable representing the general production process (e.g.,

the assembly of workpieces on a pallet), which is the gen-
eral goal to be accomplished, and another state variable rep-
resenting the sequence of high level tasks needed to realize
that process. In order to complete the process (i.e. to accom-
plish the goal) all its tasks must be executed and, similarly,
to complete each task all the subtasks in which it is decom-
posed must be completed. Each subtask is actually an oper-
ation that the robot or the human operator have to perform.

The Coordination level models the behaviours of both
the human operator and the collaborative robot through
two state variables referring to the subtask they can per-
form (i.e. a manipulating subtask or a pick and place) and
their movements. All the values of the state variables re-
lated to the human operator are considered as uncontrol-
lable (Cialdea Mayer, Orlandini, and Umbrico 2016) in or-
der to capture “unpredictable” (temporal) dynamics. This in-
formation is crucial to synthesize reliable robot behaviors
and effective human-robot collaborations (Pellegrinelli et al.
2017).

This level describes the “logical operations” (i.e., tasks)
and constraints that characterize a collaborative process.
Different tasks entail different constraints the human and the
robot should fulfill in order to correctly carry out produc-
tion processes. For example manipulation tasks require that
the operators stand in front of the workpiece (i.e., the vari-
able that models their movements must be in that position
throughout the task). Pick and place tasks instead require
the operators to position themselves in front of the target
workpiece, pick it up, move, and place the workpiece down.

In addition, the Coordination level models the interac-
tion between the human operator and the collaborative robot
because a different collaborative modality corresponds to
different constraints in the process. According to (Helms,
Schraft, and Hagele 2002), four different degrees of interac-
tion between the human operator and the robot are consid-
ered: Independent, the human operator and the robot per-
form different tasks on different workpieces without col-
laboration; Synchronous, the human operator and the robot
have to complete sequential different tasks on the same
workpiece, i.e. they operate consecutively without physical
contact; Simultaneous, the human operator and the robot
perform distinct tasks on the same workpiece at the same
time, still without physical contact. Supportive, the human
operator and the robot perform the same task on a single
workpiece, i.e. they work cooperatively and simultaneously
on the same task.

Tasks of the coordination level should be further speci-
fied in order to be effectively executed by a robot. To this
aim, the Implementation level models the specific physical
constraints and skills that allow the robot to perform all the
operations needed to accomplish tasks. These constraints are
modeled by means of three state variables: (i) one modelling
the configuration of the robot; (ii) one the robotic arm and;
(iii) the last one the gripper. During a manipulation sub-
tasks for example the robot takes the manipulation config-
uration, which implies the lowering of the arm. During pick
and place tasks, instead, it first assumes the pick configu-
ration, which implies the arm lowered and the closing of
the gripper, and then the place configuration, which implies



again the lowering of the arm, which had been raised dur-
ing the movement, and the opening of the gripper. During
the movement in fact, the robotic arm takes the idle config-
uration. This hierarchical representation clearly shows that
the assembly process for each product differs only in the se-
quence of tasks and subtasks, i.e. the Supervision level.

User Interface for Process and Tasks Defintion

TENANT provides a Graphical User Interface (GUI) to do-
main experts so that they can easily specify the assembly
processes and tasks as well as generate a coherent planning
specification. We here show the structure of the developed
GUI following the proposed modeling methodology.

Home Page On the first page, shown in Fig. 3, the user has
first to select the number of positions on the worktable. Sub-
sequently, the domain expert can define the assembly pro-
cess by inserting the tasks, one at a time, through the input
form.
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Figure 3: The home page of TENANT GUI to allow domain
experts defining process and tasks.

For each task, the domain expert can initially define the
task’s name and its collaborative modality. Then, a sequence
of subtasks can be defined to build its actual composition.
For each subtask, the user has to specify its type (e.g., object
manipulation or pick and place), which agent is supposed to
perform it (i.e., robot, human, both, or no preference) and
the involved positions in the working area.

Furthermore, within this domain, some constraints have
to be taken into account when defining a subtask. For in-
stance, a pick and place subtask can only be performed in
Independent or Synchronous collaboration modality. On the
other hand, a task in Simultaneous or Supportive collabora-
tion modality has to be performed by both operators at the
same time.

Fig. 4 shows an example of an almost completed assembly
process consisting of four tasks.

Temporal constraints Once finished entering the se-
quence of tasks, the user can proceed and set the temporal
constraints among the defined tasks.

Through a second view, shown in Fig. 5, the user can se-
lect the desired constraints and then confirm them, or delete
them in case of mistakes.

Confirmation Page Finally, the user can save the DDL file
by clicking the ”Save” button that presents the user with a
popup window to save the file. After successful saving, a
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Figure 4: The GUI showing an intermediate definition of a
process (Collaborative Assembly) with some tasks and sub-
tasks characterized with specific features.
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new view is loaded, as shown in Fig. 6. Through this page,
the user can also download the PDL file, which is common
to all domains created with TENANT.

Using these two files as PLATINUm inputs, the user can
then generate valid plans for the assembly process.

Encoding Process and Implementation Details

TENANT is implemented in Python. The GUI allows the
definition of the sequence of tasks, subtasks and the tem-
poral contraints. This information are locally stored and the
module produce as output a DDL file representing the do-
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Figure 6



main specifications, i.e. a domain description in the format
required by PLATINUm. The web-based GUI was devel-
oped using Flask, Jinja2 and Jquery. The communication be-
tween the GUI and the tool is achieved through JSON for-
matted messages.

In order to generate the DDL file, TENANT iterates over
the list of tasks defined by the user and adds each element as
a value of Assembly Process i.e. the Supervision level state
variable of the model presented above which represents the
sequence of high level tasks. As already mentioned, the state
variables of the below levels are the same for all the possible
processes because they’re defined within the template.

Then the synchronization rules for the two state variables
of the Supervision level are generated.

For most of the values, a conversion to DDL language is
implemented and the new information is merged with the
template presented above.

The synchronization rules for Cembre (i.e. the Supervi-
sion level state variable which represents the general pro-
duction process) contains the sequence of tasks and the tem-
poral contraints between them.

The syncronization rules for Assembly Process define, for
each task, the sequence of subtasks needed to realize it, spec-
ifying the contraints due to its collaborative modality. The
Supportive collaboration modality implies that for each sub-
task two manipulation operations are simultaneously per-
formed, one by the robot and the other by the human oper-
ator. Even for Simultaneous modality for each subtask two
operations must be performed, but there are no particular
time constraints between them. The Synchronous collabo-
ration modality, instead, implies that the subtasks must be
performed in a specific order, therefore temporal constraints
of precedence are introduced among the subtasks of the task.
Lastly, the Independent modality does not require any par-
ticular constraints.

In the latter two collaborative modalities, it is possible to
choose the operator as “’Indifferent”. In this case, TENANT
does not generate the synchronization rule directly but it will
take an intermediate step. This is because if the operator is
“Indifferent”, the choice of assigning the (sub)task to the hu-
man operator or to the robot is left to the planner, thus, the
domain in the DDL file must contain both the synchroniza-
tion rules. Therefore, for each task containing at least one
subtask assigned to “Indifferent”, a list containing all possi-
ble combinations of the operators is created. Iterating on this
list, synchronization rules for the task will be added several
times, replacing each time the “Indifferent” operator with
the corresponding list item.

Experiments and discussion

Although TENANT is a general purpose tool, it has been
validated in an industrial collaborative scenario derived from
a EU-funded research project demonstrating its effective-
ness in generating automated planning models to control a
collaborative robot.

Specifically, to assess the feasibilty and effectiveness of
our approach, we tested TENANTfor creating several in-
stances of the same domain: for the tests have been con-
sidered instances of the process with an increasing number

of tasks (3-5-7), each composed of 2 manipulation subtasks,
all with the same collaborative modality and with less and
less rigid temporal ordering constraints in the sequence of
tasks (100% full tasks ordering - 50% half of tasks ordered
- 0% no ordered task). We also considered tasks with differ-
ent collaborative modalities, i.e., Independent, Synchronous,
Simultaneous and Supportive, entailing a decreasing com-
plexity (Independent tasks do not entail any ordering, while
Supportive tasks entail full temporal overlap). It is worth
underscoring that domains with no ordered tasks are the
more complex for task planning as the planner is supposed
to choose with the maximum branching factor in the search
space. A full tasks order is the simpler case as the task plan-
ner is only to choose tasks assignment (i.e., either to human
or robot).

A total of 36 instances were obtained, each of which
was tested 3 times with a timeout of 20 minutes and
2 different solution search strategies for PLATINUm:
HRCBalancing, i.e., trying to balance as much as pos-
sible the number of tasks assigned to the two agents
(main priority is balancing human and robot effort), and
MakespanOptimization, i.e., trying to minimize the
makespan (priority is increasing the throughput).

The results presented in Tables 1 and 2 and in Figure 7
represent the average planning costs (i.e., timings for gener-
ating task plans) of these experiments. The cost for planning
specification resulted to be negligible (few milliseconds).
The workstation used for the tests is an ASUS Vivobook S15
with an Intel core 15-8250u processor (1.6 Ghz) and 8 GB of
ram with Ubuntu 18.04.5 (64 bit) operating system. How-
ever, TENANT can be used on both Linux OS and Windows
0S, by downloading the repository available on GitHub 2. In
order to use TENANT, it is also necessary to install Flask.
TENANT can be started by running “app.py” that will allow
the GUI to be accessible to “localhost:5000” on any web
browser.

All the generated models have been proved with PLAT-
INUm. The generated plans have proved the validity of the
model highlighting how different collaborative modalities
correspond to different complexities, and therefore differ-
ent times of resolution, particularly for the more difficult in-
stances. As can be seen from Tables, and as was expected,
the most difficult instances (i.e. those for which the planner
was not always able to find a plan within the time limit) are
those with the greatest number of tasks and the least rigid or-
dering. This is because in these domains the search space is
the greatest. In addition, the tests showed that the complex-
ity introduced by a less rigid ordering is greater than that
introduced by an increase in the number of tasks. Thus, pro-
cesses in Synchronous modality are simplest because they
include more ordering time constraints between their sub-
tasks and reduce the search space, which allows valid plans
to be obtained in a shorter time.

The difference between strategies was evident in the in-
stances with least rigid collaboration modalities (i.e. Syn-
chronous and Independent) in which it was possible to

Zhttps://github.com/Berenice02/InterfacciaGeneratoreDomini.
git



-0~ Makespan Optimization

8- HEC Balancing

650

600

550

500

450

3-100% 3-50%

-0~ Makespan Optimezation

3-0% 5-100% 5-50% 5-0% 7-100% 7-50% 7-0%

#Task - %Ordering

()

@ HEC Balacing

i

ime (sec)

-@~ Makespan Optimization

3-0% 5-100% 5-50% 5-0% 7-100% 7-50% 7-0%

#Task - %Ordering

(b)

&- HRC Balancing

-6~ Makespan Optimization

3-0% 5-100% 5-50% 5-0% 7-100% 7-50% 7-0%

#Task - %Ordering

©

8- HEC Balancing

Ti
s

e

3-0% 5-100% 5-50% 5-0% 7-100% 7-50% 7-0%

#Task - %Ordering

(d)

Figure 7: Comparisons of strategies divided by collaborative
modality (a) Supportive (b) Simultaneous (c¢) Synchronous
(d) Independent.

choose “Indifferent” as operator, leaving decision-making
capacity to the planner. With HRCBalancing, a perfectly bal-
anced division of tasks between the two operators was ob-
tained.

Conclusions

This paper presented a novel software tool, called TENANT
(Tool fostEriNg Ai plaNning in roboTics) that facilitates do-
main experts in defining goals, tasks and a set operational
constraints enabling the automatic generation of A.I. mod-
els for robot control. TENANT has been validated in an
industrial collaborative scenario derived from a EU-funded
research project demonstrating its effectiveness in generat-
ing automated planning models to control a collaborative
robot. As future works, we plan to integrate TENANT in
ROS-TiPIEx (Viola et al. 2019) to provide a comprehensive
knowledge engineering tool for fostering A.I. and Robotics
solutions. Also, we plan to perform some analysis to inves-
tigate usability, engagement and cognitive workload for do-
main experts. Our long term goal is to connect this tool also
to suitable ontologies (see, e.g., (Umbrico, Orlandini, and
Cesta 2020)) to build models over well designed and for-
mally defined set of concepts for HRC.
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Table 1: Results of MakespanOptimization strategy for: (a) Supportive; (b) Simultaneous; (¢) Synchronous and; (d)

Independent

#task | %constraints makespan H%R time (sec) #task | %constraints makespan H%R time (sec)
3 100% 31 50% - 50% 43's 3 100% 31 50% - 50% 47 s
3 50% 31 50% - 50% 55s 3 50% 31 50% - 50% 56s
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7 100% TIMEOUT 7 100% TIMEOUT
7 50% TIMEOUT 7 50% TIMEOUT
7 0% TIMEOUT 7 0% TIMEOUT

(a) (b)
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7 100% 71 100% - 0% 26s 7 100% 71 100% - 0% 345
7 50% 71 100% - 0% 112 7 50% 71 100% - 0% 273's
7 0% TIMEOUT 7 0% TIMEOUT
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Table 2: Results of HRCBalancing strategy for: (a) Supportive; (b) Simultaneous; (c) Synchronous and; (d) Independent

#task | %constraints makespan H%R time (sec) #task | %constraints makespan H%R time (sec)
3 100% 31 50% - 50% 455 3 100% 31 50% - 50% 40s
3 50% 31 50% - 50% 48's 3 50% 31 50% - 50% 50s
3 0% 31 50% - 50% 46's 3 0% TIMEOUT
5 100% 51 50% - 50% 351s 5 100% 51 50% - 50% 349 s
5 50% TIMEOUT 5 50% 51 50% - 50% 869 s
5 0% TIMEOUT 5 0% TIMEOUT
7 100% TIMEOUT 7 100% TIMEOUT
7 50% TIMEOUT 7 50% TIMEOUT
7 0% TIMEOUT 7 0% TIMEOUT

(a) (b)

#task | %constraints makespan H%R time (sec) #task | %constraints makespan H%R time (sec)
3 100% 16 50% - 50% 6s 3 100% 16 50% - 50% 6s
3 50% 16 50% - 50% 6s 3 50% 16 50% - 50% 7s
3 0% 16 50% - 50% 7s 3 0% 16 50% - 50% 7s
5 100% 26 50% - 50% 345 5 100% 26 50% - 50% 31s
5 50% 26 50% - 50% 46's 5 50% 26 50% - 50% 79s
5 0% 26 50% - 50% 212's 5 0% TIMEOUT
7 100% 36 50% - 50% 102's 7 100% 36 50% - 50% 123
7 50% 36 50% - 50% 521s 7 50% 36 50% - 50% 896 s
7 0% TIMEOUT 7 0% TIMEOUT
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